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Recap

• Linear transformations, bases, connections of LTs to matrices, kernel (nullspace) 
and image, rank-nullity theorem.

• Eigenvectors and eigenvalues

• Eigenvectors of same eigenvalue form a subspace.  Eigenvectors of different 
eigenvalues are linearly independent.

• Inner products, norm 𝑣 = ⟨𝑣, 𝑣⟩

• Cauchy-Schwartz: 𝑢, 𝑣 ≤ 𝑢  ‖𝑣‖.

• Triangle inequality of norm.
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Proof:

• If 𝑢 satisfies 𝑢, 𝑣 = 0 for all 𝑣 ∈ 𝑆 ∖ {𝑢}, then it also has inner product 0 with any 
linear combination of 𝑆 ∖ {𝑢}, so it can’t be in the span unless already the 0 vector. 

• Since this holds for all 𝑢 ∈ 𝑆, this means 𝑆 must be linearly independent.
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• Unit-length is clear.  Let’s check orthogonality:

➢ 𝑢𝑘+1, 𝑤𝑗 = 𝑣𝑘+1, 𝑤𝑗 − σ𝑖=1
𝑘 𝑣𝑘+1, 𝑤𝑖 𝑤𝑖 , 𝑤𝑗 = 𝑣𝑘+1, 𝑤𝑗 − 𝑣𝑘+1, 𝑤𝑗 = 0 .

Using inductive assumption that 
𝑤1, … , 𝑤𝑘 are orthonormal
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Brief note on Hilbert spaces:

• Hilbert spaces also have a (countably infinite) orthonormal basis. 

• Need to define basis a bit differently: span of a set of vectors is still the set of all 
finite linear combinations, but we only require that for any 𝑣 ∈ 𝑉, we can get 
arbitrarily close to 𝑣 using elements in the span.

• We will focus on finite-dimensional vector spaces.
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Fourier Coefficients

Let 𝑉 be a finite-dimensional inner-product space with orthonormal basis {𝑤1, … , 𝑤𝑛}.

• So, for any 𝑣 ∈ 𝑉, there exist 𝑐1, … , 𝑐𝑛 such that 𝑣 = σ𝑖=1
𝑛 𝑐𝑖𝑤𝑖.

• These 𝑐𝑖 are called Fourier Coefficients.

• Note that 𝑐𝑖 = ⟨𝑤𝑖 , 𝑣⟩.   Why?

➢ Let’s compute 𝑤𝑖 , 𝑣 = 𝑤𝑖 , σ𝑐𝑗𝑤𝑗 = σ𝑗 𝑤𝑖 , 𝑐𝑗𝑤𝑗 = σ𝑗 𝑐𝑗 𝑤𝑖 , 𝑤𝑗 = 𝑐𝑖.

This then gives us…

• So, 𝑣 = σ𝑖=1
𝑛 𝑤𝑖 , 𝑣 𝑤𝑖.
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Parseval’s identity

Proof:

• We know 𝑣 = σ𝑖 𝑤𝑖 , 𝑣 𝑤𝑖.  Plug into LHS and distribute.

If working over ℝ𝑛, and 𝑤𝑖  are the standard basis, with 𝑢 = 𝑢1, … , 𝑢𝑛  and 𝑣 =
𝑣1, … , 𝑣𝑛  then this says that 𝑢, 𝑣 = σ𝑖 𝑢𝑖𝑣𝑖.  
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Adjoint of a Linear Transform Note that 𝜑∗ goes in 
reverse direction from 𝜑.
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Adjoint of a Linear Transform Note that 𝜑∗ goes in 
reverse direction from 𝜑.

Continuous functions from [0,1] to [-1,1]

Let’s calculate: 𝑔, 𝜑 𝑓 = 0

1/2
𝑔 𝑥 𝑓 2𝑥 𝑑𝑥 = 0

1 1

2
𝑔

𝑦

2
𝑓 𝑦 𝑑𝑦, using 𝑦 = 2𝑥, 𝑑𝑦 = 2𝑑𝑥.
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Characterization of linear transformations from 𝑉 to 𝔽

In other words, the only linear transformations from 𝑉 to 𝔽 are those given by ⟨𝑧,⋅⟩ for 
some 𝑧.

Scalar, so can move into 1st slot 
by taking conjugate

Using this, can show that any linear transformation has a unique adjoint. 10



Every linear transformation has a unique adjoint

Proof:

• For each 𝑤, the mapping 𝜓𝑤 𝑣 = ⟨𝑤, 𝜑 𝑣 ⟩ is a linear transformation from 𝑉 to 𝔽.

• So, exists unique 𝑧𝑤 ∈ 𝑉 s.t. 𝜓𝑤 𝑣 = ⟨𝑧𝑤 , 𝑣⟩.

• Now, consider 𝛽: 𝑊 → 𝑉 defined as 𝛽 𝑤 = 𝑧𝑤.  So, we have 𝑤, 𝜑 𝑣 = ⟨𝛽 𝑤 , 𝑣⟩. 

• Verify 𝛽 is linear.  In particular, for all 𝑤1, 𝑤2 have 𝛽 𝑤1 + 𝑤2 , 𝑣 = 𝑤1 + 𝑤2, 𝜑 𝑣  =
⟨𝛽 𝑤1 + 𝛽 𝑤2 , 𝑣⟩ for all 𝑣, which implies 𝛽 𝑤1 + 𝑤2 = 𝛽 𝑤1 + 𝛽(𝑤2).   Similar 
reasoning for 𝛽 𝑐𝑤 = 𝑐𝛽(𝑤).
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Self-adjoint Transformations

So, over the reals, square symmetric matrices are self-adjoint.
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Self-adjoint Transformations

Proof (first part):

• Let 𝑣 be an eigenvector and 𝜆 its associated eigenvalue.

• We know that 𝜑 𝑣 , 𝑣 = ⟨𝑣, 𝜑 𝑣 ⟩, so 𝜆𝑣, 𝑣 = ⟨𝑣, 𝜆𝑣⟩, so ҧ𝜆 = 𝜆.
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Self-adjoint Transformations

Proof (second part):

• Say 𝑤1 has eigenvalue 𝜆1 and 𝑤2 has eigenvalue 𝜆2, where 𝜆1 ≠ 𝜆2.

• We know  𝜑 𝑤1 , 𝑤2 = ⟨𝑤1, 𝜑 𝑤2 ⟩, so 𝜆1𝑤1, 𝑤2 = ⟨𝑤1, 𝜆2𝑤2⟩.

• This means 𝜆1⟨𝑤1, 𝑤2⟩ = 𝜆2⟨𝑤1, 𝑤2⟩.  So, must have 𝑤1, 𝑤2 = 0.
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